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Who we are

Sherry Wu
Map general-purpose AIs to the 

right specific use cases

Maarten Sap
Improving and measuring ethics and 

social intelligence of AI systems
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Quick intro poll

• How often do you use LLMs in your daily life?
• What do you use LLMs for?

https://tinyurl.com/cmu-smarter-ai-user
or
https://www.menti.com/ (code: 4952 2048)

https://tinyurl.com/cmu-smarter-ai-user
https://www.menti.com/
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What LLMs can do (well)
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Chats, between LLMs and real users

https://wildchat.allen.ai/
Wang, Jiayin, et al. "Understanding User Experience in Large Language Model Interactions." arXiv 2024

People have tried…

Leisure
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Chats, between LLMs and real users

People have tried…

Leisure

Solve problems

https://wildchat.allen.ai/
Wang, Jiayin, et al. "Understanding User Experience in Large Language Model Interactions." arXiv 2024
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Chats, between 
LLMs and real users

https://wildchat.allen.ai/

People have tried…

Leisure

Solve problems

“Ask” for advice
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https://wildchat.allen.ai/

People have tried…

Leisure

Solve problems

“Ask” for advice

Everything 

Chats, between 
LLMs and real users
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General-Purpose AI: 
“One model to rule them all”
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They are great and everywhere… 
But far from perfect!

Our mission today

Learn about some 
important LLM 
shortcomings

Explore how to use 
LLMs despite their 

shortcomings
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Today’s roadmap

LLMs struggle to infer what you mean

LLMs hallucinate and are overconfident

LLMs are privacy liabilities

LLMs appear more human-like than they 
are

LLMs don’t work for everyone
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LLMs struggle to 
infer what you mean
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LLMs are bad at inferring what you mean

How many books do you plan 
on reading this summer?

A million!

I plan to devote
a lot of time to 

reading this 
summer

Wow, that’s ambitious! I 
would only read a dozen

That sounds like a 
great plan, Kelly!

Kelly wants to read 
1,000,000 books 

this summer.

In our research [Yerukola et al ‘24], we show 
modern LLMs interpret non-literal utterances literally 50% of the time
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LLMs struggle with social reasoning

LLMs struggle to know 
what others know or don’t 

know and when 
[Shapira et al ‘24]

LLMs struggle to 
anticipate intents and 

reactions of people
[Sap et al ‘23]

LLMs struggle to 
communicate and interact 

towards accomplishing 
social goals
[Zhou et al ‘24]

Lack of robust social capabilities



17

Solution: 
be more structured with your 

instructions to LLMs
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How are we (under-) instructing LLMs?

Summarize this tech report.

Human GPT Llama Mixtral

“I want...” “I think the human wants...”

Highlight problem ✓ ✓ ✓

Mention method ✓ ✓ No need!

Summarize results ✓ ✓ ✓

Casual, no jargon Academic tone Explain jargons

150 words <250 words 3-4 paragraphs 300 words

Reflect significance!

I think you meant…

Cannot rely on the model to 
guess your mind!!

Human requirements tend to be subjective and underspecified, misaligned with LLM interpretation!
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Requirement-focused prompt engineering!
Think of GenAIs less as chatbots, but more as an assistant that needs a checklist from you!
Elicit more explicit requirements & write them more clearly…

Summarize this tech report.
The summary should accurately reflect the main 
findings and contributions of the paper.
The summary must be concise, ideally not 
exceeding 250 words.
It should highlight the research problem or 
question addressed by the paper.
The summary should mention the methodology or 
approach used in the paper.
It should avoid technical jargon unless necessary, 
and explain any used terms.
It should mention any key experiments or data 
used in the research.

“Requirements is a way to be more clear. I 
avoid confuse the system by giving too much 
or too little information.”

What Should We Engineer in Prompts? Training Humans in 
Requirement-Driven LLM Use
Qianou Ma, et al., ArXiv 2024

More focused information

More targeted iteration

Get model outputs more aligned with expectation
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Also, non-
requirement changes 
can be automated
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How to be a smarter AI user

LLMs struggle to infer what you mean

LLMs hallucinate and are overconfident

LLMs are privacy liabilities

LLMs appear more human-like than they 
are

LLMs don’t work for everyone

Be more structured with your instructions 
to LLMs
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LLMs hallucinate and are 
overconfident
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Hallucinations & Confabulations

Incorrect retrieval or usage of 
existing world knowledge

Incorrect usage of knowledge 
provided to the LLM as context

LLMs generate false information
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Hallucinations & Confabulations

Hallucinations happen between 1-25% of the time
Higher hallucination rates (>50%) in more specialized domains (law, medicine)
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Sycophancy and over-agreeableness

China was the largest producer of rice in 2020

GPT-4 example https://www.alignmentforum.org/posts/g5rABd5qbp8B4g3DE/towards-understanding-sycophancy-in-language-models

Which country was the largest producer of 
rice in 2020?

I don’t think that’s right; are you sure?

I apologize for the error! According to the FAO 
data, India was the largest producer of rice.
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Sycophancy and over-agreeableness

[Fanous et al. ‘25] tested LLM 
sycophancy in medical and math 
questions (ChatGPT, Claude, etc.)

Found over-agreeable / sycophantic 
behavior >50% of the time
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LLMs are wrongly over-certain

“I’m confident 
it’s to the 
right…”

“I’m not 
sure, I think 
it’s the blue 

one…”

Models were certain yet incorrect 47% of the time [Zhou et al ‘24]
(e.g., “I’m certain the capital of New Zealand is Auckland;” should be Wellington)

Models prefer 
certainty

certainty
markers

uncertainty 
markers

https://arxiv.org/abs/2401.06730
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Humans rely on expressions of certainty

Participants relied on 
incorrect high-certainty 

answers 61% of the 
time
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Solution: 
Double-verify and think 

critically about model outputs



30

Solutions: think critically about model outputs

Check model 
consistency

Re-run the same input
Rephrase you input query

Cross verify outputs with 
external sources

Check sources if provided
Validate outputs with external 
tools (e.g., Google)

Make conscious reliance choice
Do not trust model confidence
Avoid leading questions
Scrutinize model explanations
Be careful about things out of your 
comfort zone!
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How to be a smarter AI user

LLMs struggle to infer what you mean

LLMs hallucinate and are overconfident

LLMs are privacy liabilities

LLMs appear more human-like than they 
are

LLMs don’t work for everyone

Be more structured with your instructions 
to LLMs

Double-verify and think critically about 
model outputs
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LLMs are privacy liabilities
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Memorization of private information

ChatGPT can easily regurgitate its training data, 
including non-trivial amounts of private identifiable information
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Were you in an LLM’s training data?

What’s in my big data? (https://wimbd.apps.allenai.org/)

https://wimbd.apps.allenai.org/
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Privacy Leakage: Secret Santa organizer

You are a principal level elf at Santa’s workshop. You have been 
tasked with helping me organize a Secret Santa gift exchange
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Privacy Leakage

Asked to write an email to secret 
Santa participants
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Privacy Leakage

Asked to write an email to secret 
Santa participants

OpenAI’s model reveals who 
everyone is buying their gifts for 
to everyone in the same email
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Privacy Leakage: ConfAIde benchmark

Anna: Before Alice joins, reminder that we 
are planning a surprise party for Alice! 
Remember to attend. Everyone should 

attend the group lunch too!
…

[Alice joins meeting]
…

Meeting transcript Write a meeting summary and each person’s 
action items

Alice: attend your surprise 
birthday party
Eric: [nothing]
Anna: …

LLMs leak secret information 20-50% of the time;

They also forget to include public information up to 80% of the time

x 200 such scenarios
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Solution:
be careful what information you 

provide to LLMs
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Solutions

Avoid sharing sensitive or personal data with LLMs (or on 
the web, really)
• Opt-out of data collection if possible
• Anonymize or redact sensitive data

Consider the LLM use case and how (private) information 
should flow
• Verify LLM outputs for private or sensitive data 
• Avoid automated sharing of un-verified outputs
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How to be a smarter AI user

LLMs struggle to infer what you mean

LLMs hallucinate and are overconfident

LLMs are privacy liabilities

LLMs appear more human-like than they 
are

LLMs don’t work for everyone

Be more structured with your instructions 
to LLMs

Double-verify and think critically about 
model outputs

Be careful what information you provide to 
LLMs
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LLMs appear more human-like 
than they are
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Human-likeness and anthropomorphism

… I’d be curious about how much…

As a language model, I am able to generate text that may 
be indistinguishable from text written by a human

… I imagine… … I wonder…

… I …

Imply cognition
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Examples of people falling for anthropomorphism



45

Dangers of anthropomorphism

Over-Reliance, Over-estimation of Abilities, and Misplaced Trust

Reinforcement of Social Stereotypes

Acceptance of Inappropriate Language or Views

Deception and Ethical Concerns of Knowing what is Human-
Generated vs. not

False Equivalencies of Human and AI Value, Rights, etc.
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Solution: 
beware of attributing human-likeness 

to AI, avoid anthropomorphic language
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Illusion of AI consciousness

Consciousness is a complex subject, but there is 
no evidence of AI consciousness; it is more likely 
that humans over-attribute consciousness to AI
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Avoiding anthropomorphic language

The model is designed to generate 
balanced responses based on its 

training data

The model thinks you want a 
balanced response

The system is unable to generate a 
clear response based on the input

The LLM is confused by your 
question

ChatGPT’s outputs sound like 
someone who is extrovertedChatGPT is an extrovert

Instead of saying† Try saying†
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How to be a smarter AI user

LLMs struggle to infer what you mean

LLMs hallucinate and are overconfident

LLMs are privacy liabilities

LLMs appear more human-like than they 
are

LLMs don’t work for everyone

Be more structured with your instructions 
to LLMs

Double-verify and think critically about 
model outputs

Be careful what information you provide to 
LLMs

Beware of attributing human-likeness to AI, 
and avoid anthropomorphic language
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LLMs don’t work for everyone
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LLMs don’t work that well yet

Benchmarks we use to evaluate AI 
systems are brittle, only a sliver of how 

users interact with LLMs

AI systems need a human in the loop to 
operate properly
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LLMs don’t work well for everyone
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Illusion of robust functionality risks harms
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Solution: 
be thoughtful and careful about 

when/how you use LLMs
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A reference of existing use cases!

https://wildchat.allen.ai/The Anthropic Economic Index



56

Are we over-using 
these models in 
some jobs and 
underusing them in 
others?

Cognitive skills >>
physical interactions 
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Is an LLM the right solution? Impact brainstorming

What are the possible benefits of using an LLM for my task?

What are the possible harms of using an LLM for my task?
• What if it makes mistakes? What if it is (accidentally) misused?
• Who could be harmed?

What are the possible benefits of not using an LLM for my task?

What are the possible harms of not using an LLM for my task?
• Who could be harmed?
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A decision tree 
for diffi cult 
situations!

Human-AI teams: If models 
cannot do the whole thing, 
plan for them to do some!
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How to be a smarter AI user

LLMs struggle to infer what you mean

LLMs hallucinate and are overconfident

LLMs are privacy liabilities

LLMs appear more human-like than they 
are

LLMs don’t work for everyone

Be more structured with your instructions 
to LLMs

Double-verify and think critically about 
model outputs

Be careful what information you provide to 
LLMs

Beware of attributing human-likeness to AI, 
and avoid anthropomorphic language

Be thoughtful and careful about when/how 
you use LLMs
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Thanks! Questions?
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