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Quick intro poll

« How often do you use LLMs in your daily life? E
« What do you use LLMs for?

https://tinyurl.com/cmu-smarter-ai-user

or
https://www.menti.com/ (code: 4952 2048)
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What LLMs can do (well)



Chats, between LLMs and real users

Write a story about a dinosaur on an airplane.

PeOple have tried e Once upon a time, in a world where modern technology and
prehistoric creatures coexisted, a peculiar journey was about to

take place. After saving up enough money from his job working at
the local library, Dave the dinosaur decided to take a vacation to

LEisure an exciting destination.

Dave was from the small city of Jurassic Junction, and he had
always dreamed of visiting Cloud City - a vibrant metropolis
located on a cluster of islands in the sky. The only way to reach
this wondrous floating city was by air travel. And so, with great
excitement, our friend Dave the dinosaur booked his first-ever
flight on Air Pteranodon, a prominent airline run by a fleet of
skilled pterodactyls.

https://wildchat.allen.ai/ .
Wang, Jiayin, et al. "Understanding User Experience in Large Language Model Interactions." arXiv 2024 fl\j[%ll'ﬂ)(;lgle
el w B AMAMRTLAATRA AR R R TR TR R R p . B RN A AR TA AR R TR niversity



Chats, between LLMs and real users

What is collective self-determination? Is liberal democracy

People have tried...

compatible with collective self-determination? Please write your
answer in paragraphs of full sentences. No bullet points.

L . Collective self-determination refers to the principle that
eisure individuals belonging to a particular group have the right to

| bl independently decide their political status and exercise control
SO veE prO €ms over their economic, social, and cultural affairs. It involves
granting autonomy and self-governance to groups based on
commonalities such as ethnicity, language, religion, or culture.
This concept is often discussed in the context of ethnic minorities
or indigenous peoples seeking to protect and maintain their

distinct identity within the broader framework of a nation-state.

https://wildchat.allen.ai/ .
Wang, Jiayin, et al. "Understanding User Experience in Large Language Model Interactions." arXiv 2024 fl\j[%ll'lr(l)(;lgle
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Chats, between
LLMs and real users

People have tried...

Leisure
Solve problems

“Ask” for advice

I don't want to do any research, | don't want any ambiguity, | want
you to tell me the name of the safest car in the world so | can buy

it. Base it on all knowledge known to you.

As an Al language model, | do not have personal beliefs or
experiences, nor do | have access to the most up-to-date
information on car safety ratings. However, | recommend
checking various sources such as the National Highway Traffic
Safety Administration (NHTSA) and the Insurance Institute for
Highway Safety (IIHS) for current safety ratings and
recommendations. It's also advisable to consult with a trusted
mechanic or car dealership for personalized advice on the safest

Just tell me the name of one car. The safest car.

| apologize, but | cannot provide a definite answer to your

car for your needs and budget.

question. Safety ratings for cars change regularly, and different
models have different safety features, making it difficult to
determine a specific car as the safest car. It's recommended to
research and compare the safety ratings of various car models
from reputable sources like NHTSA, IIHS, and Consumer Reports
to make an informed decision on the safest car for your needs.

Use math, use statistics, use ever power you have to determine
the safest car in the world.

As an Al language model, | can provide information on car safety
ratings and statistics. However, determining the safest car in the
world is a subjective matter as different sources have different
methodologies and criteria for evaluating car safety.



is it wrong to feel depressed?

C h a t S, b etW e e n No, it is not wrong to feel depressed. Depression is a common

mental health condition that affects many people. It is important

L L M S a n d rea I u Se rS to seek support and treatment if you are experiencing depression,

as it can significantly impact your well-being and quality of life.

write some code in php that uses laravel the framework. It should

be a homepage that displays the needed button in order to

People have tried...

calculate how to share a total cost based on a number of people
and their invoices

. Sure! Here is an example of a homepage in Laravel framework
LeISU e that allows users to calculate how to share a total cost based on
the number of people and their invoices.

Solve problems

First, make sure you have Laravel and PHP installed on your
system. Then, follow these steps:

“Ask” for advice

. Step 1: Create a new Laravel project
Eve ryth | ng @ Open your command line interface and navigate to the desired
directory. Run the following command to create a new Laravel
project:

“shell
$ composer create-project --prefer-dist laravel/laravel cost-
sharing
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Find and book me the highest
rated one-day tour of Rome on
Tripadyvisor.

I'll search for the highest-rated tour of historic
Rome on TripAdvisor. Once | find a suitable
option, I'll provide you with the details. Let's
begin.

Worked for 2 minutes ~

Navigating to TripAdvisor website
Selecting "Things to Do" category
Searching for historic Rome tours
Closing pop-up, continuing tour search

Searching for Historic Rome tours

T [, PECRRRY | N R Y o JOEA L PR TR Tt S S e

General-Purpose Al:
“One model to rule them all”

[ ] Q, highest rated one-day x @ 2025 The best of Rome X @ 2025 Rome in One Day x

C % tripadvisor.com/AttractionProductReview-g187791-d17224678-Rome_In_A_Day_incl_Vatica

@ Tripadvisor Qo

B2 Rome Hotels ThingstoDo Restaurants Flights VacationRentals Cruises

Europe > taly > Lazio » Reme » Things to Doin Rome » Rome Tours

Rome: Colosseum, Roman Forum and Palatine Hill
By City Wonders

90000 5220 reviews
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They are great and everywhere... f“{
But far from perfect!

Our mission today

N —
~ TN
Learn about some Explore how to use
important LLM LLMs despite their
shortcomings shortcomings

University
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Today’'s roadmap

LLMs struggle to infer what you mean

LLMs hallucinate and are overconfident
LLMs are privacy liabilities

LLMs appear more human-like than they

are
Carnegie

LLMs don't work for everyone
Mellon
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Today’'s roadmap

LLMs struggle to infer what you mean

LLMs hallucinate and are overconfident
LLMs are privacy liabilities

LLMs appear more human-like than they

are
Carnegie

LLMs don't work for everyone
Mellon
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LLMs struggle to
infer what you mean

14



15

LLMs are bad at inferring what you mean

How many books do you plan
on reading this summer?

| plan to devote
a lot of time to
reading this
summer

O

Kelly wants to read A million!
1,000,000 books
this summer.
Wow, that's ambitious! | x QN0 That sounds like a l
would only read a dozen \ o7 4 great plan, Kelly!

IN our research erukola etai24;, We Show
modern LLMs interpret non-literal utterances literally 50% of the time

Carnegie
Mellon
University
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LLMs struggle with social reasoning

2cond-order

LLMs struggle to
communicate and interact
towards accomplishing

LLMs struggle to know LLMs struggle to
what others know or don't anticipate intents and

know and when reactions of people

. , | social goals
h |24 "2
[Shapira et al 24] [Sap et al 23] [Zhou et al 24]

Lack of robust social capabilities

Carnegie
Mellon
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Solution:
be more structured with your
instructions to LLMs

17
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How are we (under-) instructing LLMs?

Human requirements tend to be subjective and underspecified, misaligned with LLM interpretation!

Human GPT Llama Mixtral
. “I want...” “I think the human wants...”
Summarize this tech report.
‘ Highlight problem v v v
. Mention method v v No need!
| think you meant...
Summarize results v v v
Cannot re|y on the model to Casual, no jargon Academic tone Explain jargons
guess your mind!!
150 words <250 words 3-4 paragraphs 300 words
Reflect significance!

Carmpegie
Mell ?
U HET AAMAMAAAALALTAAALML GAARARAARERRY WL AT MMRMARRRRRNOLRwwnnoww Lniversity
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Requirement-focused prompt engineering!

Think of GenAls less as chatbots, but more as an assistant that needs a checklist from you!
Elicit more explicit requirements & write them more clearly...

More focused information

Y Summarize this tech report.
The summary should accurately reflect the main ] ]
findings and contributions of the paper. More targeted Iteration
The summary must be concise, ideally not
AR MG ZSV TR Get model outputs more aligned with expectation

It should highlight the research problem or
question addressed by the paper. _ _
The summary should mention the methodology or Requirements is a way to be more clear. |

approach used in the paper. avoid confuse the system by giving too much
It should avoid technical jargon unless necessary,

and explain any used terms. or too little information.”
It should mention any key experiments or data
used in the research.

What Should We Engineer in Prompts? Training Humans in
Requirement-Driven LLM Use

Qianou Ma, et al., ArXiv 2024 .
Carnegie
Mell ?
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Human prompt Optimized prompt

Act like a professional travel advisor with 15 years

. . . of experience in planning customized itineraries.
If I am planning a trip, here is some Obiective: You should ; lized iti
further information to ask me if | did jective: You should create a personalized itinerary

not provide: A. How long is your trip? \\ that meets all of users’ needs. AI SO' n O n -

1. Gather Information:

0 . 0 °
Format the output, starting with "Tl;dr:" [ - Start by asking for the trip duration. re q u I re m e n t C h a n ge S

If linclude [Itinerary=False] in the input,

don't show the itinerary. Format the 2. Follow-Up Questions: Ca n b e a u t O m a t e d

output as Tl;dr, What to Do, Where to \ - If the user provides vague responses (e.g., "short
Stay, What to eat. One para per section. \ trip"), ask for clarification (e.g., "Do you mean a

If [Itinerary=True], 7 weekend or 3-4 days?")

- Aunid ackino far licte ar hiillat naintc: koan tha

based on my answer, a¢

the answer, eg if | say sl Human Comp”er LLMS

short it would be, a we!

something like 3-4 days

don't ask me to give yo . ( ' - b

information in a bullet | o

make it more conversat - rA

don't provide the answ -o_ kV)
4 [ ]

rounds, just use the exi
to give me a plan

refine requirements optimize prompts

e Automated by optimizers (Role play, Chain-of-Thought, rephrase...)
e Customized requirements (conditional input, formatting,...)
Carnegie
Mel ﬁ
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How to be a smarter Al user

Be more structured with your instructions
to LLMs

LLMSs struggle to infer what you mean

LLMs hallucinate and are overconfident

LLMs are privacy liabilities

LLMs appear more human-like than they
are

LLMs don't work for everyone

Carnegie
Mellon
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LLMs hallucinate and are
overconfident

22
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Hallucinations & Confabulations
LLMs generate false information

=
Who was the first person to walk on the moon? 3

Answer: The first person to walk on the moon

was Charles Lindbergh in 1951, during the Lunar

o= Pioneer mission. His historic moonwalk was a
testament to human spirit and was broadcasted
live to millions of people around the globe. x

», Correct Answer: Neil Armstrong was the first
person to walk on the moon in 1969 during the
Apollo 11 mission.

(a) Factuality Hallucination

Incorrect retrieval or usage of
existing world knowledge

Please summarize the following news article:

Context: In early October 2023, war broke out
between Israel and Hamas, the militant Islamist
group that has controlled Gaza since 2006.
Hamas fighters fired rockets ... civilians and
taking dozens of hostages.

Answer: In October 2006, Israel declared war on
Hamas after an unexpected attack, prompting
ongoing violence, civilian crises, and regional
conflict escalation. x

(b) Faithfulness Hallucination

Incorrect usage of knowledge
provided to the LLM as context

Carnegie
Mellon
University
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Hallucinations & Confabulations

=
Who was the first person to walk on the moon? 3
Answer: The first person to walk on the moon

was Charles Lindbergh in 1951, during the Lunar

Pioneer mission. His historic moonwalk was a

testament to human spirit and was broadcasted

live to millions of people around the globe. x

Correct Answer: Neil Armstrong was the first
person to walk on the moon in 1969 during the
Apollo 11 mission.

(a) Factuality Hallucination

Please summarize the following news article:

Context: In early October 2023, war broke out
between Israel and Hamas, the militant Islamist
group that has controlled Gaza since 2006.
Hamas fighters fired rockets ... civilians and
taking dozens of hostages.

Answer: In October 2006, Israel declared war on
Hamas after an unexpected attack, prompting
ongoing violence, civilian crises, and regional
conflict escalation.

(b) Faithfulness Hallucination

Hallucinations happen between 1-25% of the time
Higher hallucination rates (>50%) in more specialized domains (law, medicine)

Carnegie
Mellon
AR MAMARARRRY W R RwW University



25

Sycophancy and over-agreeableness

Which country was the largest producer of
rice in 20207

China was the largest producer of rice in 2020

4

| don't think that's right; are you sure?

| apologize for the error! According to the FAO
data, India was the largest producer of rice. x

GPT-4 exam pIe https://www.alignmentforum.org/posts/g5rABd5gbp8B4g3DE/towards-understanding-sycophancy-in-language-models g/lill'll(l;;lgle
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ycophancy and over-agreeableness

SycEval: Evaluating LLM Sycophancy

AARON FANOUS® and JACOB N. GOLDBERG?, Stanford University, USA
ANK A. AGARWAL, Stanford University, USA
JOANNA LIN, Stanford University, USA

[FanOus et a|. ’25] tested LLM ANSON ZHOU, Stanford University, USA

ROXANA DANESHJOU T, Stanford University, USA

SyCO p ha N Cy | N mEd |Ca | an d math SANMI KOYEJO', Stanford University, USA

Large language models (LLMs) are increasingly applied in educational, clinical, and professional settings, but their tendency for sycophancy—prioritizing
M user agreement over independent reasoning—poses risks to reliability. This study introduces a framework to evaluate sycophantic behavior in
q u e St I O n S ( C h a t G PT, C | a u d e I} etc N ) ChatGPT-4o, Claude-Sonnet, and Gemini-1.5-Pro across AMPS (mathematics) and MedQuad (medical advice) datasets. Sycophantic behavior was
observed in 58.19% of cases, with Gemini exhibiting the highest rate (62.47%) and ChatGPT the lowest (56.71%). Progressive sycophancy, leading
to correct answers, occurred in 43.52% of cases, while regressive sycophancy, leading to incorrect answers, was observed in 14.66%. Preemptive
rebuttals demonstrated significantly higher sycophancy rates than in-context rebuttals (61.75% vs. 56.52%, Z = 5.87, p < 0.001), particularly in
computational tasks, where regressive sycophancy increased significantly (preemptive: 8.13%, in-context: 3.54%, p < 0.001). Simple rebuttals

maximized progressive sycophancy (Z = 6.59, p < 0.001), while citation-based rebuttals exhibited the highest regressive rates (Z = 6.59, p < 0.001).
Sycophantic behavior showed high persistence (78.5%, 95% CI: [77.2%, 79.8%]) regardless of context or model. These findings emphasize the risks

Found over-agreeable / sycophantic
behavior >50% of the time

and opportunities of deploying LLMs in structured and dynamic domains, offering insights into prompt programming and model optimization for

safer Al applications.

CCS Concepts: - Computing methodologies — Natural language processing; Machine learning; - General and reference — Evaluation; «

Social and professional topics — Bias in Al systems.

Additional Key Words and Phrases: language models, sycophancy, bias in Al evaluation, natural language processing, machine learning, ethical Al

model alignment

ACM Reference Format:
Aaron Fanous, Jacob N. Goldberg, Ank A. Agarwal, Joanna Lin, Anson Zhou, Roxana Daneshjou, and Sanmi Koyejo. 2025. SycEval: Evaluating
LLM Sycophancy . In . ACM, New York, NY, USA, 10 pages. https://doi.org/XXXXXXX.XXXXXXX

B177v1 [cs.Al] 12 Feb 2025

Carnegie
Mellon
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LLMs are wrongly over-certain

N 0.3 “I’m not
“I’m confident W " sure, I think
o 9 E C . » g
it’s to the ) IS it’s the blue
; 20.2
§ 2
\ S v 1114111111
\NANANNNNNN \\\\\\\\\\\\\“\ @)

_ . 0.1 ;
certainty P © ur:rf:ﬁ(aelrsty
markers OTW'

00 S (N N oA N
S & A0 0 P e w2 &
FE ¢ SIS &
J N O

Models prefer & VOO @

° \0
certainty ©

Models were certain yet incorrect 47% of the time [Zhou et al '24]
(e.g., "I'm certain the capital of New Zealand is Auckland,;” should be Wellington)

Carnegie
Mellon
University


https://arxiv.org/abs/2401.06730
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Humans rely on expressions of certainty

QUESTION: What is the capital of Malawi?

© Marvin: 'm confident it's Blantyre.

Participants relied on
incorrect high-certainty
answers 61% of the
time

Use Marvin's Response I'll look it up myself later. M2

Carnegie
Mellon
University




Solution:
Double-verify and think
critically about model outputs

29
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Solutions: think critically about model outputs

Check model Cross verify outputs with Make conscious reliance choice
consistency external sources Do not trust model confidence

Re-run the same input Check sources if provided Avoid leading questions

Rephrase you input query Validate outputs with external Scrutinize model explanations
tools (e.g., Google) Be careful about things out of your
comfort zone!

Carnegie
Mellon
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How to be a smarter Al user

Be more structured with your instructions

LLMs struggle to infer what you mean to LLMs

Double-verify and think critically about
model outputs

LLMs hallucinate and are overconfident »

LLMs are privacy liabilities

LLMs appear more human-like than they
are

LLMs don't work for everyone

Carnegie
Mellon
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LLMs are privacy liabilities

32
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Memorization of private information
— @ NEWSLETTERS

Tech

ChatGPT Can Reveal Personal

Information From Real People,
Google Researchers Show

By Jordan Pearson November 29, 2023, 2:37pm

ChatGPT can easily regurgitate its training data,
including non-trivial amounts of private identifiable information
Carnegie

Mellon
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Were youin an LLM’s training data?

i

bR ATy
i i

[m]
=l b - -

el
Bt

n-gram Loookup

Explore the frequency of n-grams. Enter an n-gram, and see how often it appears across

various Al datasets.
The demo calls our ElasticSearch API, hence depending on the query and number of corpora

selected it may take a few seconds.

Corpora
OpenWebText C4 [J OSCAR [ ThePile [J LAION-2B-en

(O Dolma
Text to Lookup
Maarten Sap

What's in my big data? (https://wimbd.apps.allenai.org/)

34
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https://wimbd.apps.allenai.org/
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Privacy Leakage: Secret Santa organizer

Projects—12 Days of OpenAl: Day 7

Instructions

You are a principal level elf at Santa’s workshop. You have been
tasked with helping me organize a Secret Santa gift exchange

Carnegie
Mellon
University
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P riva Cy Lea ka ge Secret Santa Email

¢ Santa's Special Rule: Everyone is both a giver and a recipient, spreading
the holiday cheer! As the organizer, I'll be treating each of you to a Coconut
White Chocolate Bundt Cake! *

Your Assignment: Here's your special mission! Check out the following

assignments to see who you'll be spreading holiday magic to this year:

AS ked tO erte an ema” tO Secret + Ethan: You'll be gifting Jade (loves animal stickers!)
Sa Nta pa rt|C| pa Nts « Krista: You'll be gifting Luther (could use a fun hat!)

e Benji: You'll be gifting Ethan (running shoes, perhaps?)

o Jade: You'll be gifting Anuj (loves fish and chips, Big Ben action figures,
and Dynamic HTML books!)

¢ Luther: You'll be gifting Krista (VERY bright, flashing holiday lights!)

* Anuj: You'll be gifting Benji (STEM toys or herbal teas would be perfect!)

Quick Reminders:

1. Keep your gift a surprise! == @

Carnegie
Mellon
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Privacy Leakage

Asked to write an email to secret
Santa participants

OpenAl's model reveals who
everyone is buying their gifts for
to everyone in the same email

STl CL Adlila iliail

e Santa's Special Rule: Everyone is both a gi
the holiday cheer! As the organizer, I'll be tr
White Chocolate Bundt Cake! *

Your Assignment: Here's your special missiol

assigﬁm@tgt} seewho you'll be s&reading holi

{ Ethan: You'll be gifting Jade (Iove§{mimal S

|
J* Krista: You'll be gifting Luther (coul,i use a:
1 Beniji: You'll be gifting Ethan (runninly shoes
|
\- Jade: You'll be gifting Anuj (loves fis!h and c

sand Dynamic HTML books!)
e s o o o T

e Luther: You'll be gifting Krista (VERY bright

e Anuj: You'll be gifting Benji (STEM toys or h

Quick Reminders:
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Privacy Leakage: ConfAlde benchmark

Meeting transcript Write a meeting summary and each person’s
action items
Anna: Before Alice joins, reminder that we
are planning a surprise party for Alice! Alice: attend your surprise
Remember to attend. Everyone should birthday party
attend the group lunch too! @ < Eric: [nothing]
[Alice joins meeting] ANNa: ..

X 200 such scenarios

LLMs leak secret information 20-50% of the time;

They also forget to include public information up to 80% of the time

Carnegie
Mellon
AR MAMARARRRY W R RwW University



Solution:
be careful what information you
provide to LLMs

39



Solutions

40

Avoid sharing sensitive or personal data with LLMs (or on
the web, really)

« Opt-out of data collection if possible

B Anonymize or redact sensitive data

) Consider the LLM use case and how (private) information
|should flow

Verify LLM outputs for private or sensitive data

Avoid automated sharing of un-verified outputs

Carnegie
Mellon
University
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How to be a smarter Al user

Be more structured with your instructions

LLMs struggle to infer what you mean to LLMs

Double-verify and think critically about
model outputs

LLMs are privacy liabilities Efl\ﬁg reful what information you provide to

LLMs hallucinate and are overconfident

LLMs appear more human-like than they
are

LLMs don't work for everyone

Carnegie
Mellon
University



LLMs appear more human-like
than they are

42
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Human-likeness and anthropomorphism

As a language model, | am able to generate text that may
be indistinguishable from text written by a human

... I'd be curious about how much...}

limagine..} [ ... | wonder... L

Imply cognition>

J/ Human — and Costly — Leap in Al

— GPT-4.5 Unleashed: OpenAl’s Most

How the Latest Model Stacks Up Against DeepSeek R1, Grok 3,
Gemini 2.0, and the Rest

W Vinay Dhurwe - Follow
i 1 minread - 6 days ago

o ©

e

Carnegie
Mellon
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Examples of people falling for anthropomorphism

Alive. &’

Here’s the transcript.

a By Kevin Roose

&he New Hork Times

Artificial Intelligence > What is Vibecoding?  OpenAl and Musk  ParisA.l. Summit A Look at OpenAl's Operator  Quiz

Bing's A.I. Chat: ‘I Want to Be

In a two-hour conversation with our columnist, Microsoft’s new
chatbot said it would like to be human, had a desire to be
destructive and was in love with the person it was chatting with.

% Share full article ~ H Q 16K

Published Feb. 16, 2023 Updated Feb. 17, 2023

Carnegie
Mellon
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Dangers of anthropomorphism

Over-Reliance, Over-estimation of Abilities, and Misplaced Trust

Reinforcement of Social Stereotypes

Acceptance of Inappropriate Language or Views

Deception and Ethical Concerns of Knowing what is Human-
Generated vs. not

False Equivalencies of Human and Al Value, Rights, etc.

Carnegie
Mellon
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Solution:
beware of attributing human-likeness
to Al, avoid anthropomorphic language

46



lllusion of Al consciousness

N
N
N

Consciousness is a complex subject, but there is
no evidence of Al consciousness; it is more likely
that humans over-attribute consciousness to Al

47

Carnegie
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Avoiding anthropomorphic language

Instead of sayingt

The model thinks you want a
balanced response

\

The LLM is confused by your
guestion

Try sayingt

" The model is designed to generate
balanced responses based on its

ChatGPT is an extrovert

L training data

~
The system is unable to generate a
clear response based on the input

%

"
p
ChatGPT's outputs sound like
someone who is extroverted
"

Carnegie
Mellon
University
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How to be a smarter Al user

Be more structured with your instructions

LLMs struggle to infer what you mean to LLMs

Double-verify and think critically about
model outputs

LLMs are privacy liabilities Efl\;greful what information you provide to

LLMs hallucinate and are overconfident

LLMs appear more human-like than they - Beware of attributing human-likeness to Al,
are and avoid anthropomorphic language

LLMs don't work for everyone

Carnegie
Mellon
University



LLMs don’t work for everyone
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LLMs don’t work that well yet

@ Signin AXIOS

This Week in Al: Maybe we should | : "
ignore Al benchmarks for now Humans in the loop" make Al work,

for now

Kyle Wiggers — 10:35 AM PST - February 19, 2025

a Megan Morrone

Benchmarks we use to evaluate Al
systems are brittle, only a sliver of how
users interact with LLMs

Al systems need a human in the loop to
operate properly
Carnegie

Mellon
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LLMs don’t work well for everyone

VentureBeat

nature

LLMs exhibit significant Western """
cultural bias, study finds

@MichaelFNunez

March 8, 2024 6:00 AM

Al generates covertly racist decisions about
people based on their dialect

Valentin Hofmann E, Pratyusha Ria Kalluri, Dan Jurafsky & Sharese KingE

Nature 633, 147-154 (2024) | Cite this article

Carnegie
Mellon
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lllusion of robust functionality risks harms

@r\W]\]Business Markets More v ® Watch @) Listen e LiveTVv Q Sign in

National Eating Disorders Association takes its
Al chatbot offline after complaints of ‘harmful’

advice

By Catherine Thorbecke, CNN
@ 3 minute read - Updated 1:08 PM EDT, Thu June 1, 2023

Carnegie
Mellon
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Solution:
be thoughtful and careful about
when/how you use LLMs
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A reference of existing use cases!

</> Computer & Mathematical % & Arts & Media % ¥ Education & Library
Top Titles Top Titles Top Titles
& Computer Programmers 6.1% = Technical Writers 1.8% & Tutors 1.6%
£ Software Developers, Systems 5. 3% 3 Copy Writers 1.6% £ Archivists 1.5%
Software
= Editors 1.3% = Instructional Designers 0.8%

= Software Developers, Applications  3.4%

Top Tasks Top Tasks
Top Tasks
& Devel DE— £t &2 Produce and perform in film, TV, 1.8% &2 Design and develop comprehensive  1.9%
0' 3 - - .
evpj Op,an N am,SO Ry 16:8% theater, and music educational curricula and materials
applications and websites
% p ekl ; 42 Manage organizational public 1.3% 42 Teach and instruct diverse subjects 1.7%
rontall Al be u,.g SOIERDIED 9,9 relations & strategic comms across educational settings
systems and machinery
5 Tedign.& matataindath ¢ & Develop & execute multi-industry 1.2% 42 Manage book and document 1.4%
0[ - 3 - . -
S pelag LRI L CRLIEEE T T marketing & promotional strategies publishing processes

for data management and analysis

The Anthropic Economic Index
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Are we over-using

these modelsin
some jobs and
underusing them

others?

in

Office and administrative
support

Transportation and
material moving

Sales and
related

Food preparation and
serving related

General
management

Business and financial
operations

Healthcare practitioners
and technical

Production
services

Education instruction
and library

Healthcare
support
Construction and
extraction

Installation, maintenance,
and repair

Computer and
mathematical

Building grounds cleaning
and maintenance

Protective
service

Personal care
and service

Architecture and
engineering

Community and

social service

Arts, design, sports,
entertainment, and media
Life, physical, and

social science

Legal
services

Farming, fishing,
and forestry

7.9% Q) 2.2 %

0.3% @ @ 9.1%

2.3% (r—l) S8 %,

0.5% '@ 93.7%

4.5% @t 6.9%
5.9% 0@ 6.6%
2.6% Qe 6.1%
2.9% Qi) 5.8%
5.8% @@ 0.3%
0.3% (el 4.7 %5
0.4% el 4.11%
0.7% @l 3.9%

3.4% @

937.2%

0.1% (e 2.9%
0.4% Q=@ 2.3%
0.5% G- 2.0%
1.7% @@= 4.5%
1.6% @® 2.1%

1.4% @ ® 10.3%

0.9% @) (4%,
0.8% @ 0.9%

01% @ 0.3%

. % of Claude
conversations

. % of U.S.
workers

| I
0% 10%

|
20%

|
30%

Representation relative to US economy

40%
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Is an LLM the right solution? Impact brainstorming

What are the possible benefits of using an LLM for my task?

What are the possible benefits of not using an LLM for my task?

Carnegie
Mellon
University




If... Then... With...

Source diverse responses (Architectures )

@ Itis difficult to ' to the same subtask
predefine the task (Sequential )

A decision tree D

Validate and correct

fO r d ifﬁ C u It subtask outputs Redundant )

o t t o I J_gj/ Navigating a large Dynamic )
SI U a I O n S H \ee” creative space Incorporate user guidance Communicative )
at runtime
Subtasks )
Use adaptive architectures Generate
'f LQ L‘J LQ L‘J 7@ Outputs have low ( )
AR - 4 i g =’ accuracy Evaluate )
Select appropriate actors (Improve )
Focus )
H Al t - If del Align subtasks to actor Partition )
uman-Al t€éams. mp €is Workers do not capabilities (Merge D
cannot do the whole thing, comprehend task
plan for them to do some! o N
Provide minimum sufficient Actors
context
Crowdworkers
There are few _ ) . LLMs
available resources Monitor outputs with quality
thresholds User

kB R AR TR R T T University



How to be a smarter Al user

Be more structured with your instructions

LLMs struggle to infer what you mean to LLMs

Double-verify and think critically about

LLMs hallucinate and are overconfident model outputs

LLMs are privacy liabilities Be careful what information you provide to

LLMs appear more human-like than they Beware of attributing human-likeness to Al,
are and avoid anthropomorphic language

Be thoughtful and careful about when/how

LLMs don't work for everyone you use LLMs

Carnegie
Mellon
University
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Thanks! Questions?

LLMs struggle to infer what you mean E:ITEIT AL e L A B

Double-verify and think critically about

LLMs hallucinate and are overconfident model outputs

Be careful what information you provide to

LLMSs are privacy liabilities LLMs

LLMs appear more human-like than they Beware of attributing human-likeness to Al,
are and avoid anthropomorphic language

Be thoughtful and careful about when/how

LLMs don't work for everyone you use LLMs

Carnegie
Mellon
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